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Abstract The study of acidification in Chesapeake Bay is challenged by the complex spatial and
temporal patterns of estuarine carbonate chemistry driven by highly variable freshwater and nutrient
inputs. A new module was developed within an existing coupled hydrodynamic‐biogeochemical model
to understand the underlying processes controlling variations in the carbonate system. We present a
validation of the model against a diversity of field observations, which demonstrated the model's ability
to reproduce large‐scale carbonate chemistry dynamics of Chesapeake Bay. Analysis of model results
revealed that hypoxia and acidification were observed to cooccur in midbay bottom waters and seasonal
cycles in these metrics were regulated by aerobic respiration and vertical mixing. Calcium carbonate
dissolution was an important buffering mechanism for pH changes in late summer, leading to stable or
slightly higher pH values in this season despite persistent hypoxic conditions. Model results indicate a
strong spatial gradient in air‐sea CO2 fluxes, where the heterotrophic upper bay was a strong CO2

source to atmosphere, the mid bay was a net sink with much higher rates of net photosynthesis, and
the lower bay was in a balanced condition. Scenario analysis revealed that reductions in riverine
nutrient loading will decrease the acid water volume (pH < 7.5) as a consequence of reduced organic
matter generation and subsequent respiration, while bay‐wide dissolved inorganic carbon (DIC)
increased and pH declined under scenarios of continuous anthropogenic CO2 emission. This analysis
underscores the complexity of carbonate system dynamics in a productive coastal plain estuary with
large salinity gradients.

1. Introduction

Anthropogenic carbon dioxide (CO2) emissions have increased atmospheric CO2 concentrations from
280 ppm in the preindustrial era to the current (year 2016) level of just over 400 ppm. Approximately 25%
of the emitted CO2 has been absorbed by the oceans (Le Quéré et al., 2018; Sabine et al., 2004), which has
reduced the global surface ocean pH by about 0.1 unit and calcium carbonate saturation state by roughly
0.5 unit (Feely et al., 2004). This chemical change, known as ocean acidification, has been widely reported
and investigated due to its diverse and significant effects on marine ecosystems (Doney, 2010; Riebesell &
Gattuso, 2015). In coastal regions, ocean acidification interacts with other natural and anthropogenic
environmental processes to either accelerate the local decline in pH and carbonate saturation state (Feely
et al., 2010; Waldbusser & Salisbury, 2014; Wootton et al., 2008) or reverse these effects (Borges &
Gypens, 2010).

Eutrophication has been shown to exacerbate acidification in multiple coastal systems, including the
northern Gulf of Mexico, East China Sea, and Chesapeake Bay (Cai et al., 2011, 2017; Feely et al., 2010;
Hagens et al., 2015; Laurent et al., 2017; Sunda & Cai, 2012; Ulfsbo et al., 2011; Wallace et al., 2014).
Increased nutrient inputs can stimulate surface primary production (depleting CO2 in surface waters),
where excess organic matter decomposes in subsurface waters, consuming dissolved oxygen (DO) and pro-
ducing CO2, leading to the formation of hypoxia and acidified bottom waters. Additional eutrophication in
river‐dominated ocean margins would further enhance these processes (Howarth et al., 2011). Meanwhile,
future physical conditions associated with climate change (e.g., increases in river discharge and
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temperature) are likely to cause stronger stratification and more rapid respiration rates as well as lowering
buffering capacity by lowering alkalinity (Hu et al., 2015). Taken together, these dynamics would serve to
further enhance the vertical decoupling of production and respiration, increasing the Revelle factor, and
thus posing potential risks to lower pH conditions of the coastal subsurface water (Bauer et al., 2013; Hu
et al., 2015).

Chesapeake Bay is the largest estuary in North America and has a well‐established history of eutrophication
and hypoxia over the past half century (Hagy et al., 2004; Kemp et al., 2005). The central hypoxic region in
Chesapeake Bay experienced a dramatic expansion over the past decades but has exhibited large interannual
variations associated with changes in nutrient inputs and climatic variability (M. Li et al., 2016; Officer et al.,
1984; Scully, 2010; Testa & Kemp, 2012). The factors that drive variations in hypoxia, such as stratification,
riverine nutrient, and organic carbon loading, and wind‐induced mixing should also be expected to drive
large changes in carbonate chemistry. Thus, while the processes that affect hypoxia are tightly coupled to
those that drive acidification, few observations of dissolved inorganic carbon (DIC), partial pressure of
CO2 (pCO2), and other key parts of the carbonate system have been made in Chesapeake Bay, leaving a
key gap in the understanding of this estuary.

Chesapeake Bay is an ideal site to study acidification in estuaries, as ocean acidification, eutrophication,
and hypoxia interact within a system with large spatial variations in freshwater inputs from terrestrial
sources and associated patterns of salinity. The Chesapeake Bay is generally low in pH and aragonite
saturation state relative to Atlantic coastal waters, making it particularly prone to the effects of ocean
acidification, with potential impacts on economically valuable shell‐forming mollusks (Waldbusser et al.,
2011). Recent research in Chesapeake Bay reveals that the combined effects of river‐ocean mixing and acid
production from respiration and other redox reactions lead to a low buffer capacity and severe acidification
in the mid bay (Cai et al., 2017). Although ocean acidification is often identified as the gradual decline in
pH (and aragonite saturation state) due to increasing atmospheric CO2, elevated rates of production and
respiration of organic matter (and associated CO2 changes) in eutrophic estuaries can create nonlinear
additive effects (Cai et al., 2011). Analysis of historical pH data has provided a framework to examine
long‐term changes in bay carbonate chemistry (Waldbusser et al., 2011), where long‐term trends in daytime
observations displayed increasing pH in upper bay/mid bay surface waters and decreasing pH in upper
bay/mid bay deep waters. These results indicate a strong eutrophication signal in the upper/mid bay,
but a strong acidification effect in the lower bay, which likely resulted from both eutrophication and
anthropogenic CO2. If effective mitigation steps to offset global acidification impacts on estuaries are to
be explored, models are needed that allow for the differentiation of eutrophication and
acidification impacts.

Process‐based models of coupled hydrodynamics and biogeochemistry to investigate carbon cycling and
ocean acidification in coastal estuaries are very limited but growing in number (Fennel et al., 2008;
Hauri et al., 2013; Laurent et al., 2017; Pacella et al., 2018). Numerical models can quantify competing
physical and biological processes on estuarine acidification and can play a central role in analyzing system
responses to altered nutrient loading, altered carbonate chemistry under elevated atmospheric CO2, and
variability in climatic forcing. However, few, if any, of the existing carbonate chemistry models were
validated in an estuarine environment with severe hypoxia, low aragonite saturation state, and strong
coupling between water column and sediment models. In Chesapeake Bay, Cerco et al. (2013) applied a
watershed‐hydrodynamic‐eutrophication model to simulate the pH in the tidal fresh Potomac River, a
tributary of Chesapeake Bay, but the model was not used to study broader patterns of carbonate chemistry
or to test the sensitivity of the carbonate system to altered eutrophication and atmospheric impacts. As a
result, a Chesapeake Bay‐wide acidification study has not yet been investigated by means of carbonate
chemistry models, and observational analysis have only recently emerged (Cai et al., 2017; Waldbusser
et al., 2011).

In this study, we used a coupled hydrodynamic‐biogeochemical model to explore the controls on spatial and
temporal carbonate system dynamics in Chesapeake Bay and to test the sensitivity of the estuary to the
impacts of elevated atmospheric CO2 and variations in nutrient loading. The model provides a predictive
understanding of how coastal systems, especially those characterized by eutrophication and severe hypoxia,
will respond to human impacts and future climate perturbations.
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2. Methods
2.1. Study Site

The Chesapeake Bay, located in the eastern coast of United States, is a semienclosed, partially mixed
estuary featuring a two‐layer circulation with net seaward motion in a surface layer and net landward flow
in a bottom layer (M. Li et al., 2005). The bay is approximately 320‐km long from its northern headwaters
in the Susquehanna River to its outlet in the Atlantic Ocean. The mean water depth of the bay is 6.5 m;
however, a much deeper hypoxic channel (>30 m in depth) occupies the middle reach of the main stem
(Figure 1). The mean residence time of the entire bay has been estimated to be 180 days (Du & Shen,
2016). Three major tributaries (Susquehanna, Potomac, and James Rivers) contribute over 70% of the total
freshwater discharge into the bay. Subpycnocline waters in much of the middle region of the bay
experience hypoxic or anoxic conditions every summer, and these waters may be advected into shallow
shoals (i.e., key habitats for many organisms) in response to wind forcing (Xie et al., 2017). A wealth of
information exists to constrain numerical model simulations in this system, including regular, bay‐wide
physical and biogeochemical sampling (www.chesapeakebay.net), and a rich literature of biogeochemical
process rates (e.g., Cowan & Boynton, 1996; Smith & Kemp, 1995). Several numerical models have
previously described the effects of physical and biogeochemical processes on the Chesapeake Bay
ecosystem (Cerco et al., 2013; Feng et al., 2015; M. Li et al., 2005, 2009; Y. Li et al., 2015; Scully, 2010;
Testa et al., 2014).

2.2. Model Description

The hydrodynamic model used in this study was based upon the Regional Ocean Modeling System (ROMS).
ROMS has been validated against a wide range of observational data and has exhibited considerable capacity
in reproducing estuarine dynamics at tidal, synoptic, and seasonal time scales in Chesapeake Bay (M. Li
et al., 2005, 2006; Xie & Li, 2018; Zhong & Li, 2006). The horizontal mesh grid is 80 × 120 cells with
~1‐km cell width (Figure 1). The water column is divided into 20 uniform sigma layers in the vertical
direction. A quadratic stress at the bottom is adopted assuming the bottom boundary layer is logarithmic

Figure 1. Bathymetry of Chesapeake Bay and routine monitoring stations along the main stem (left). Dashed lines represent the boundaries of the upper bay, mid
bay, and lower bay. The mesh grid of the Regional Ocean Modeling System‐Row Column Aesop model is included in the right panel.
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over a roughness height of 0.5 mm, and the turbulence closure scheme used was the Mellor‐Yamada (k‐kl)
with the background diffusivity and viscosity set at 5 × 10−6 m2/s. The biogeochemical model is an
implementation of the Row Column Aesop (RCA) simulation package, which represents up to three phyto-
plankton groups as well as state variables representing different forms of carbon, nitrogen, phosphorus, and
silica. Dissolved O2 and O2 equivalents associated with sulfide and methane were simulated in response to
water column and sediment processes. Thus, RCA includes a two‐layer sediment biogeochemical model that
represents the near‐surface aerobic and underlying anaerobic environments and simulates the cycling of
carbon, O2, nitrogen, phosphorus, silica, and sulfur. A detailed description and validation of the
ROMS‐RCA coupled model is provided in Testa et al. (2014) and M. Li et al. (2016).

To model carbonate system dynamics in Chesapeake Bay, three new state variables were added to the
current RCA biogeochemical model, including DIC, total alkalinity (TA), and mineral calcium carbonate
(aragonite CaCO3). Briefly, DIC is consumed by phytoplankton growth/photosynthesis and calcium
carbonate precipitation. The sources of DIC include phytoplankton respiration, oxidation of organic matter,
calcium carbonate dissolution, sulfate reduction, and sediment‐water fluxes. Calcium carbonate dissolution
and precipitation is the primary source/sink for TA, but the contributions of several other biogeochemical
processes (e.g., nitrification and sulfate reduction) to TA were also modeled. Given that the primary
influence of phytoplankton on TA is through their utilization of NH4

+ and NO3
− (Wolf‐Gladrow et al.,

2007), TA was simulated following the rule that one unit TA increase/NH4
+ production (NO3

−

consumption) or one unit TA reduction/NO3
− production (NH4

+ consumption). Sulfate reduction contri-
butions to TA follows the redox equation of Cai et al. (2017), including a ΔTA/ΔDIC production ratio of
1.142. Brewer and Goldman (1976) indicated that the effect of phosphate utilization on TA change is neg-
ligible, so our model did not account for this contribution. Few direct field observations of calcium carbo-
nate dissolution and precipitation have been made in estuarine ecosystems, and we followed prior
oceanographic models in linking the formation of mineral CaCO3 to net primary production with a fixed
production ratio of 7% (Jin et al., 2006) and dissolution ratio of 0.57%/day (Hauri et al., 2013).
Dissolution is favored under condition when aragonite saturation state is below 1.0 (equation (1)). The
CaCO3 sinking velocity is set to 10 m/day.

ΔCaCO3 ¼ 0:07×NPP−0:0057×CaCO3× Ωarag<1:0
� �

(1)

Modeled exchange of CO2 with the atmosphere is parameterized as follows:

FCO2 ¼ vCO2K pCO2air−pCO2waterð Þ (2)

in which K is the solubility of CO2, pCO2air is the air partial CO2 pressure, pCO2water is the water partial CO2

pressure, and vCO2 is the transfer velocity. Many factors can affect the gas transfer, including atmospheric
stability, wave breaking, and turbulence generated by tidal flows (Borges et al., 2004; Wanninkhof et al.,
2009), but we adopted a simple gas exchange‐wind speed parameterization for vCO2 as follows
(Wanninkhof, 2014):

vCO2 ¼ 0:251×u210

ffiffiffiffiffiffiffiffi
660
Sc

r
(3)

In which, u10 is the wind velocity interpolated from 3‐hourly wind velocities measured at the Patuxent River
Naval Air Stations (PRNS) and Sc is the Schmidt number for CO2. This relationship shows good estimates
within a wind speed range of 3–15 ms (Wanninkhof, 2014), which includes most of the observations made
at the station. A detailed conceptual diagram (Figure 2) is presented to illustrate the modeled contribution
of different biophysical processes on the carbonate system.

Additional components of the carbonate system, including pH, [CO2], [HCO3
−], [CO3

2−], and pCO2

were calculated with the CO2SYS program (Lewis & Wallace, 1998) based upon modeled DIC, TA, tem-
perature, salinity, phosphate, and total silica. The dissociation constants (K1 and K2) for carbonic acid
were estimated following Millero (2010), and the CO2 solubility constant (K0) is adopted from
Weiss (1974).

10.1029/2018JG004802Journal of Geophysical Research: Biogeosciences

SHEN ET AL. 64



2.3. Forcing and Model Initialization

The hydrodynamic model was forced by riverine inflows, air‐sea momentum and heat fluxes, and sea level
temperature and salinity at the offshore boundary, following the approach of M. Li et al. (2005). Tidal forcing
was linearly interpolated from the Oregon State University global inverse tidal model of TPX07. Surface ele-
vation was obtained from observations at the NOAA Duck Station (http://www.ndbc.noaa.giv, station ID:
8651370). Salinity and temperature at the open ocean boundary were obtained from monthly Levitus clima-
tology (Levitus, 1982). Boundary conditions for eight major tributaries including river flux, temperature, and
salinity were obtained from United States Geological Survey (USGS) gauging stations (https://waterdata.
usgs.gov/md/nwis/rt). Atmospheric forcing data were obtained from North American Regional Reanalysis
(NARR). We interpolated the two horizontal wind velocity components, air temperature, relative humidity,
total cloud cover, net shortwave radiation, and downward longwave radiation to the model grids at 3‐
hourly intervals.

Nutrient loading, including dissolved and particulate forms of nitrogen, phosphorus, carbon, and silica were
obtained from routine monitoring stations within rivers and estimates of point source inputs (see Testa et al.,
2014). The pH and dissolved oxygen data used for model validation were obtained frommeasurements made
via vertical profiles at 1‐m‐depth intervals on a fortnightly to monthly basis by the Maryland Department of
Natural Resources and the Chesapeake Bay Program at several stations (https://www.chesapeakebay.net/
what/downloads/cbp_water_quality_database_1984_present).

We validated the carbonate chemistry module by comparing modeled and observed DIC and TA distribu-
tions in the main stem Chesapeake Bay. DIC and TA data were collected during regular bay‐wide cruises
in 2016, including vertical profiles at stations in the upper and mid bay from March to December 2016
and at a larger group of stations spanning the entire bay in June, August, and October 2016. In short, water
samples were collected frommultiple depths at each station from a submersible pump tied to a YSI 6600 that
measured profiles of in situ temperature, salinity, DO, and pH. DIC and TA samples were analyzed following
the methods detailed in Chen et al. (2015). The pH samples were measured by an Orion Ross glass electrode
within 1 hr after the water temperature was stable in a 25.0 ± 0.1 °C thermal bath. The pH values were
reported in National Bureau of Standards (NBS). Surface pCO2 in the main stem was also collected during
2016 cruises via an underway measurement system (Huang et al., 2015). Ocean boundary conditions for car-
bonate chemistry variables were obtained from the AO1 station (Figure 1). Riverine alkalinity was obtained
from nearby USGS stations, and riverine DIC was calculated with available TA and pH values with CO2SYS
(Lewis & Wallace, 1998). A limited amount of direct measurements were made in the Susquehanna River
(using analytical methods described above) in 2016, and relative errors between the calculated DIC and
the direct measurements were within 10%. Initial conditions for DIC and TA were calculated from a two‐
end member mixing model. Atmospheric pCO2 data were obtained from NOAA‐ESRL. The biophysical
model was initialized on 1 January 2013 and run for a continuous 4‐year simulation (2013–2016). The

Figure 2. Conceptual diagram of dissolved inorganic carbon (left) and total alkalinity (right) for the carbonate chemistry
module presented in this paper.
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Figure 3. Time series of modeled and observed dissolved oxygen (DO) and pH for bottom water at station CB4.3C in the
mid Chesapeake Bay. Comparisons are included for DO (upper panel) and pH (middle panel), where the solid line
represents results with carbonate dissolution and the dashed line represents results without carbonate dissolution. Time
series of bay‐wide hypoxic and acid water volumes are shown in the lower panel.

Figure 4. Modeled and observed dissolved inorganic carbon (DIC) and total alkalinity (TA) at several stations along the
main stem salinity gradient in 2016. Boxplots summarize the variation over the annual cycle.
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external time step for ROMS simulations was set as 120 s (the internal/external ratio is 30) while a larger
time step of 600 s was adopted in RCA for modeling efficiency.

3. Results
3.1. Model Validation of Dissolved Oxygen and pH

Simulated DO and pH values reproduced observed variations over a 4‐year period (2013–2016) across the
entire salinity gradient (0–30 psu) in Chesapeake Bay. For example, model simulations successfully captured
the temporal pattern in bottom water properties at station CB4.3C (Figure 3), where hypoxia developed
every summer and pH declined during the warm season and increased from summer through winter. The
difference between model and measured values (represented as RMSE, root‐mean‐square error) was gener-
ally small, with values of 1.12 mg/L for DO and 0.14 for pH. The seasonal cycle of both predicted and
observed DO and pH was strong in the deeper waters within the mid bay, where the annual minimum
DO concentration was reached during the summer consistent with hypoxia development (DO less than
2 mg/L). Hypoxia at CB4.3C lasted for more than 3 months and the interannual differences within the
2013–2016 time frame were relatively small. Bottom pH displayed a similar pattern to DO, with comparably
lower values in summer (Figure 3). However, in contrast to the timing of the minimum DO concentrations
during summer, minimum pH occurred almost exclusively at the beginning of summer (generally during
June), and subsequently recovered over the ensuing 2 months. Hypoxic volumes for the main stem of the
bay were calculated throughout the simulation period, where the annual maximum volume of 12 km3

occurred in July, covering 22% of the total volume of the main stem. Similarly, the acidified water volume
(pH < 7.5) pattern coincided with the hypoxic volume but covered a much larger spatial and temporal scale
(Figure 3) because low‐pH water developed in low‐salinity waters. The peak acidified water volume during
the 4‐year period was roughly 70% larger than the hypoxic volume.

Figure 5. Axial distributions of modeled and observed dissolved inorganic carbon (DIC) and total alkalinity (TA) in
Chesapeake Bay during March, May, July, and September in the year 2016. Higher latitudes include the northern, low‐
salinity region of the estuary giving way to higher salinity conditions in lower latitudes.
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3.2. Spatial and Temporal Patterns of Carbonate Chemistry

Model performance for carbonate system parameters was assessed by comparing modeled DIC and TA with
values measured at several stations in 2016 (Figure 1) spanning the main stem of Chesapeake Bay from the
Susquehanna River to the Atlantic Ocean. Statistical comparisons at 11 stations covering a large salinity gra-
dient fromMarch to December in 2016 were carried out given that intensive water carbonate chemistry sam-
pling was performed at that time (Figure 4). Field observations indicated larger variations in DIC and TA at
the upper and mid bay stations than was modeled, while the variations at lower bay stations were con-
strained to a relatively narrow range, with little seasonal variation. Mean DIC and TA increased along the
salinity gradient from the river to the ocean boundary (Figure 4). Generally, model simulations reasonably
agreed with field observations along the main stem, successfully capturing the distribution of DIC and TA.
Mismatches were observed in the most upper bay region with low salinity and shallow depths, where strong
DIC and TA consumption have been observed associated with extensive beds of submerged aquatic
vegetation (SAV).

We also evaluated model predictions of temporal and spatial patterns of DIC and TA in the main stem of
Chesapeake Bay (Figure 5). Clear vertical gradients of DIC and TA developed in 2016, with higher values

Figure 6. Comparison of model predictions and field observations for pH in June and August 2016. RMSE = root‐mean‐
square error.
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in bottom waters and lower values at the surface. This was particularly clear at mid bay stations during
summer when stratification was strong (Figure 5). Simulated monthly vertical DIC and TA profiles agreed
well with these observations, where high bottom water DIC developed throughout bottom waters of the
mid bay region. Model simulations did underestimate DIC and TA in bottom waters on some occasions
and overestimated surface water concentrations, in part because the model predicted weaker stratification
than observed (Irby et al., 2016; Testa et al., 2014), resulting in over mixing between surface and
bottom waters.

Model predictions of pH compared favorably with field observations during summer (Figure 6), with a
RMSE value of 0.21. Disagreement between model simulations and observations varied spatially, where

Figure 7. Modeled surface water pCO2 over Chesapeake Bay in May, June, August, and October 2016.
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pH was overestimated in the upper bay and underestimated in the lower bay, perhaps as a result of weaker
than observed stratification. Generally, observations and model simulations revealed low pH conditions in
the upper Bay (due to low DIC and TA concentrations in freshwater inputs from tributaries combined
with high rates of respiration of terrestrial organic matter). Extremely low pH was observed and
simulated in the hypoxic zone in summer of the main stem with a strong acidification signal (pH as low
as 7.0), especially during June. High pH values in surface waters of the mid bay were observed and
simulated as a consequence of strong photosynthesis, while vertical differences in lower bay pH were small.

3.3. Air‐Sea CO2 Fluxes

Themodel reproduced surface pCO2 distributions in Chesapeake Bay (Figure 7) from spring to fall that were
consistent with underway sampling in 2016. The very upper bay was characterized by supersaturated condi-
tions in surface water pCO2 (>1500 μatm), and consequently, the upper bay was a strong CO2 source to the
atmosphere. The simulated seasonally averaged upper bay flux of 24 mmol C·m−2·day−1 agreed well with
estimates from field observations (Figure 8). In the mid bay, the model predicted an average chlorophyll‐a
concentration of up to 25 mg/L, while the predicted chlorophyll‐a in the upper and lower bay is about 15
and 10 mg/L, respectively, during the productive May and June period. Enhanced phytoplankton growth
in the mid bay region consumed additional surface DIC, decreasing the DIC/TA ratio and leading to much
lower surface pCO2 compared to the upper bay. As opposed to the upper bay, autotrophic processes were
dominant in the mid bay with high net photosynthesis, leading to a net CO2 sink of 8 mmol C·m−2·day−1.
The lower bay was less affected by riverine freshwater and biogeochemical effects and was primarily influ-
enced by mixing with oceanic water; hence, surface pCO2 is nearly in equilibrium with the atmosphere. The
air‐sea CO2 flux at lower bay is roughly in a balanced condition, acting as a weak net source of CO2 in sum-
mer and a weak sink in winter.

Figure 8. Seasonally averaged air‐sea CO2 flux in the upper, mid, and lower bay (from water to atmosphere, where posi-
tive numbers indicate efflux from the estuary). Error bars represent 1 standard deviation. Field pCO2 measurements were
conducted in 4–6 May, 6–10 June, 8–12 August, and 10–13 October 2016, respectively.

Figure 9. Modeled budget of dissolved inorganic carbon (DIC, left) and total alkalinity (TA, right) contributions from dif-
ferent biogeochemical processes within mid bay bottom waters during May–June 2016. AR = aerobic respiration;
CD = carbonate dissolution; SR = sulfate reduction; and Sedi = sediment‐water flux.
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3.4. DIC and TA Budgets

We computed the contribution of modeled processes to DIC and TA in the
mid bay bottomwaters (CB4.1–CB5.1; Figure 1), as this region is most vul-
nerable to hypoxia and acidification (Figure 9). The key internal sources
of subsurface water DIC included aerobic respiration (AR), carbonate dis-
solution (CD), sulfate reduction (SR), and sediment‐water fluxes.
Calculations based upon field measurements that assume the subsurface
O2 is completely consumed by AR suggested that this process is the major
contributor to subsurface DIC in this region (Cai et al., 2017), reaching up
to 156 μmol DIC/kg. Model simulations reveal that the majority of oxygen
consumption in the mid bay bottom waters was during the May to June
period (Figure 3); hence, we calculated the contribution of biogeochem-
ical processes by integrating rates within a 1‐month period (from mid‐

May to mid‐June). These computations compared favorably with the observed contribution of AR, with a
contribution of 59% (199 μmol DIC/kg) of the total DIC budget (Figure 9). The modeled contribution from
SR accounted for up to 13% in this period. The model results also suggest that CD and sediment‐water fluxes
contribute the remaining DIC increases of 12% and 15%, respectively. Calcium carbonate dissolution was the
major biogeochemical process contributing to the addition of TA, while model simulations suggest that sedi-
ment inputs and nitrification were smaller contributors to TA budgets, consistent with values computed
from prior observations (Cai et al., 2017).

3.5. Biogeochemical Drivers on pH

To evaluate the effects of different biogeochemical processes on bottom water pH, the adjusted DIC and TA
after each process were applied to calculate a new pH value (assuming other parameters in the calculation,
such as temperature, salinity, total phosphate, and silica did not change). Here aerobic respiration in sedi-
ments is denoted as the sediment input. These calculations indicated that water column AR accounts for
the majority of pH decreases, with an average of 0.8 (Figure 10), similar to prior estimates by Cai et al.
(2017). The decrease due to AR is particularly obvious during late spring and the beginning of summer, when
pH was typically at its seasonal minimum. As DIC and TA production from SR is nearly equal, this process
had little impact on pH. Sediments also contributed to the pH decrease in mid bay bottom waters prior to
later summer when oxygen depletion led to a predominance of sulfate reduction (Marvin‐DiPasquale &
Capone, 1998). CD contributed an average increase in pH of 0.15, displaying an important buffer effect that
is primarily realized from July to September. This balance between DIC production in early summer and TA
production in later summer appears to control the June minimum.

4. Discussion and Conclusions
4.1. Model Performance

Comparisons between model simulations and carbonate system measurements made during regular cruise
observations in Chesapeake Bay reveal that this model was able to reproduce large‐scale carbonate chemis-
try dynamics. In particular, the model captured horizontal patterns of increasing pH, DIC, and TA with
increasing salinity, warm‐season pH minima in deep hypoxic waters, axial patterns of air‐sea CO2 fluxes,
and the important contributions of production‐respiration and calcification‐dissolution on DIC and alkali-
nity budgets (Figures 3–9). Simulations revealed that strong gradients in carbonate chemistry develop in
estuaries with high rates of freshwater and nutrient loading (Reum et al., 2014; Waldbusser et al., 2011,
2013; Wallace et al., 2014). Model simulations further reveal that sediments were important contributors
to carbon cycles of the Chesapeake Bay ecosystem (Testa et al., 2013) and the incorporation of a vertically
resolved sediment biogeochemical model allowed for the quantification of sediment nitrification, denitrifi-
cation, and sulfate reduction into carbonate system dynamics.

Several key features of the modeling system described here require additional improvement to better repre-
sent particular aspects of the carbonate system. While broad patterns of interannual and spatial variations in
phytoplankton biomass were successfully captured within the model, our predictions did not adequately
simulate some episodic and patchy processes, such as an upper bay phytoplankton bloom observed in
August 2016 and some occasional midwater pH minima that have been documented with observations

Figure 10. Monthly pH changes induced by different biogeochemical pro-
cesses within mid bay bottom waters. AR = aerobic respiration;
SD = sediment input; SR = sulfate reduction; and CD = carbonate
dissolution.
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(Cai et al., 2017). In cases where the model missed these features, there were measurable mismatches
between the model and observations, such as a lack of midwater pH minima (as was reported in Cai
et al., 2017 and confirmed in the 2016 field observation), underpredicted vertical gradients of TA, DIC,
and pH, and underestimated pH in the lower bay. While some of these limitations can be resolved with
improved hydrodynamic resolution and more complex formulations for phytoplankton, blooms are notor-
iously difficult to capture in space and time due to multiple controlling factors, such as external/internal
nutrient supply, species‐specific temperature dependencies, and hydrodynamic conditions (Luo et al.,
2016). Model performance could be further improved with real‐time measurements of nutrient concentra-
tions in riverine inputs, a more complete representation of in situ light conditions, and consideration of mix-
otrophy within the phytoplankton (e.g., Ghyoot et al., 2017). It may also be unrealistic to validate these types
of models on a station and date‐specific basis, given issues with appropriately matching model simulations
during the particular time and location of sampling. Our model results indicated an important role of cal-
cium carbonate precipitation and dissolution on carbonate chemistry dynamics in Chesapeake Bay, and it
remains a challenge to accurately quantify the effects of these processes over large space and time scales.
For example, aggregations of bivalve shells are strong sources/sinks to the DIC/TA pools, where precolonial
oyster reefs in Chesapeake Bay (before 1988) have been shown to remove about half of the total riverine alka-
linity input (Waldbusser et al., 2013). Coupled oyster reef‐biogeochemical models will help resolve these
issues in future studies.

4.2. DIC Budget

DIC contributions derived from model simulations allowed for the estimation of the relative importance of
individual biogeochemical processes. Within the hypoxic zone, both field observations and model predic-
tions indicated that water column respiration was the primary driver of DIC dynamics, which is consistent
with findings from the northern Gulf of Mexico (nGOM; Laurent et al., 2017). In contrast, calcium carbonate
dissolution was a significant contributor to DIC budgets in Chesapeake Bay, given the ubiquity of dissolution
favorable conditions in this estuary relative to the nGOM (e.g., Ωarag < 1.0 in deep water of CB) and its rela-
tively weaker buffering capacity (Cai et al., 2017). In addition, sulfate reduction has been found to be negli-
gible in the nGOM, but it has been shown to be a much stronger contributor in the Chesapeake system (Cai
et al., 2017; Marvin‐DiPasquale & Capone, 1998). High DIC contributions from modeled SR within the low‐
pHmid Bay bottomwaters suggest a strong sensitivity of this aspect of the carbonate system to this anaerobic
process, but low sulfide concentrations measured in these waters in August 2016 (<10 μM) indicate that the
model may be overestimating SR for this period. In previous years, water column sulfide concentrations
were observed to increase by up to 35 μmol/kg over 2 days in the mid bay (Cai et al., 2017), suggesting that
these concentrations vary substantially and that there must be reasonably high rates of sulfate reduction.
Model‐simulated rates of peak sediment‐water sulfide fluxes in 2016 (32 mmol S·m−2·day−1) are consistent
with previously reported rates (Roden & Tuttle, 1992). Improved and more frequent direct measurements of
sulfate reduction are needed to improve model formulations for estuaries.

4.3. TA Budget

Compared to DIC, TA is muchmore conservative and not significantly affected by biogeochemical processes
in many coastal systems. Unlike DIC, alkalinity budgets indicated that calcification and dissolution were the
dominant contributors to the observed dynamics in Chesapeake Bay. CD contributes significantly to TA var-
iations, supported by mineral CaCO3 production at the end of spring and early summer. CD was highest
within mid bay bottom waters that also had low pH, and CD was an important buffering mechanism for
pH changes in late summer, actually leading to stable or slightly higher pH values in late summer despite
persistent respiration and associated hypoxic conditions (Figure 10). While few, if any calcification and dis-
solution measurements are available for the water‐column in this system to identify the specific source of
CaCO3, a growing body of literature links seagrass bed carbonate system dynamics to buffering changes
(Hendriks et al., 2014; Pacella, et al., 2018). Recently expanded SAV communities now cover up to 70% of
the broad, tidal freshwater region at the mouth of Susquehanna River (Susquehanna Flats; Gurbisz &
Kemp, 2014) and occupy several other low‐salinity regions of Chesapeake Bay (Orth et al., 2017). While
our model did not consider the metabolism and associated contributions to the carbonate system within
SAV beds, we needed to adjust the observed Susquehanna River boundary DIC and TA concentrations to
more closely match those measured just seaward of Susquehanna Flats. This was necessary to account for
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a substantial DIC and TA loss between these two locations, which could not be reconciled by the model. If
mineral CaCO3 was produced in this shallow‐water SAV bed (where pH was consistently >9 in the summer
of 2016), its subsequent horizontal transport could lead to lateral or seaward fluxes to below‐pycnocline
waters, leading to dissolution and associated DIC and TA production (carbonate pump; Waldbusser et al.,
2013). New field observations are of strong necessity in illustrating the role of SAV in the carbonate chem-
istry of Chesapeake Bay, as well as further model development.

4.4. Acidification and Hypoxia

Hypoxia and acidification have been observed to cooccur in coastal regions during summer (Cai et al., 2011;
Feely et al., 2010; Melzner et al., 2013; Sunda & Cai, 2012), but the temporal patterns between these two are
not exactly the same. While O2 and CO2 are comparably influenced by production‐respiration cycles, varia-
bility in the two gases may not always coincide, given differing diffusion rates and solubility of O2 and CO2 as
a function of temperature (Millero et al., 2006), the HCO3− buffering effect, and the role of CaCO3 precipita-
tion and dissolution within the CO2 system. For example, low pH (pHT < 7.7) conditions may have persisted
longer into fall than low oxygen in a northeastern U.S. estuary (Wallace et al., 2014) as a consequence of dif-
ferent biogeochemical time scales for the two gases. Therefore, we believe that it is useful to define a low‐pH
state (regarding the duration and volume) in addition to the definitions for hypoxia. In our study, the low‐pH
(pH < 7.5) duration in mid bay bottom waters (e.g., station CB4.3C; Figure 3) is similar to the low‐oxygen
period, from the end of spring to the beginning of fall. It should be pointed out that the extremely low pH
(pH < 7.2) lasted for a month during June in both model and field observations. Our calculations reveal that
AR is the dominant contributor to enhanced acidification within the hypoxic zone, given that aerobic
respiration contributed a substantial amount of DIC and consumed a small amount of TA in the model
(Figure 9), which will quickly increase the DIC/TA ratio. Meanwhile, TA concentrations during late spring
were low within the hypoxic zone, representing a comparably low buffer condition. This seasonal pattern
likely explains the extreme low pH observed in June. Because dissolution produces twice as much TA com-
pared to DIC, elevated TA associated with increasing dissolution as the summer progresses impedes contin-
ued pH declines (Figures 3 and 10). Model simulations without dissolution effects indicated a relatively
uniform lower pH condition (with an average drop of 0.29 units in 2013–2016) throughout the whole sum-
mer, similar to the hypoxic condition within mid bay bottom waters (Figure 3). Laboratory studies have
shown that the growth and survival of early life stage mollusks and fish will be reduced during acidified con-
ditions (Baumann et al., 2012; Gazeau et al., 2013; Waldbusser et al., 2011), revealing an important role of
carbonate dissolution in buffering against more extensive pH declines.

4.5. Air‐Sea Exchange

Spatial patterns of surface pCO2 frommodel predictions indicate that the upper bay is a strong source region,
the mid bay region is a net sink, and the lower bay is in a balanced condition. These results compare favor-
ably with distributions of pCO2 and O2 derived from underway sampling in several recent years (Cai et al.,
2017). Our model results also agree with limited previous studies in the upper, low salinity regions of bay
tributaries (Raymond et al., 2000; Tzortziou et al., 2011; Wong, 1979) which showed that pCO2 in the surface
waters exceeded that in the atmosphere, indicating that they were a net source of CO2. Large amounts of
organic matter are discharged from the Susquehanna River at the very upper bay where net community
respiration dominates (Kemp et al., 1997; Smith & Kemp, 1995) and photosynthesis is restricted due to light
limitation (Fisher et al., 1999). As a result of these factors, net heterotrophy was observed in the upper bay
area. Photosynthetic CO2 drawdown is well recognized in coastal ecosystems (Borges & Gypens, 2010), and
our model successfully captured the pCO2 reduction and pH elevation (Figures 6 and 7) in the mid bay dur-
ing spring to summer when phytoplankton blooms generally occur. Prior measurements and organic carbon
budgets in the main stem of Chesapeake Bay have suggested that surface waters were a net source of oxygen
and organic carbon (Kemp et al., 1997; Smith & Kemp, 1995), indicating that the estuary is a net sink of CO2.
Model results from 2016 also suggest a net CO2 sink for the main stem of Chesapeake Bay, with a total flux
estimation of 0.132 Tg C/year (2.18 mol C·m−2·year−1). Model‐generated estimates of air‐sea pCO2 were,
however, highly variable with oscillations between CO2 release and uptake in the mid and lower bay
(Figure 8), and more extensive observations will help capture the dynamic nature of air‐sea exchange in
this estuary.
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4.6. Stratification on Acidification

Estuarine stratification is a key mechanism that enhances the generation
and maintenance of hypoxia and acidification in coastal systems. Stable
stratification creates a spatial decoupling of production and respiration,
allowing net respiration to generate both hypoxia and acidification (e.g.,
Cai et al., 2017; Kemp et al., 1992). High productivity is confined to the
surface layer, whereas low O2 and high CO2 water are found extensively
at bottom resulting from aerobic respiration and limited exchange with
the surface layer (Figure 5). Previous data analyses in Chesapeake Bay
have demonstrated that the hypoxic volume correlates with both river
flow and nutrient loading (Hagy et al., 2004; Murphy et al., 2011; Testa

& Kemp, 2008), where high freshwater discharge of tributaries (especially the Susquehanna River which
delivers over 60% of the discharge) during spring months leads to increased stratification in the summer
(M. Li et al., 2016). Our results also suggested the importance of stratification as extremely low pH is only
noted at the mid bay (Figures 3 and 6) where water depth is large, respiration rates are high (e.g.,
Marvin‐DiPasquale & Capone, 1998; Smith & Kemp, 1995), and stable stratification (averaged
Brunt‐Väisälä frequency, N2 = 8 × 10−3 s−2 at pycnocline) emerges in late spring. Low pH also developed
within the shallow upper bay due to respiration of organic matter from riverine inputs as well as physical
mixing with poorly buffered, low pH (7.8 in average) fresh water from Susquehanna River. However, aerobic
respiration‐induced DIC accumulation in the abundant shallow habitats of Chesapeake Bay is limited
because vertical mixing is comparably strong (averaged N2 = 3.6 × 10−3 s−2), leading to a strong source to
the atmosphere and when combined with periodic high photosynthetic CO2 consumption, limits pH
declines. The key role of vertical decoupling due to stratification in acidification is also emphasized by stu-
dies in well‐mixed coastal systems, where enhanced biological production leads to increases in pH through
DIC removal via photosynthesis (Borges & Gypens, 2010; Flynn et al., 2015). This is also noted in our study of
Chesapeake Bay through several sensitivity scenarios (see section 4.7 below).

4.7. Acidification Response to Nutrient Loading and Climate Change

Previous research indicated that nutrient reduction would be needed to reduce hypoxia given that water col-
umn and sediment respiration are strongly related to nutrient loading and phytoplankton growth (M. Li
et al., 2016; Testa et al., 2014). As hypoxia generally coincides with acidification via similar mechanisms,
nutrient loading sensitivity tests were conducted by simulating a range of loading rate scenarios, including
a 50% reduction and 50% increase (which are within the range of observed and projected variations in nutri-
ent inputs). Our model results suggested a slight increase in the acid water volume with a 50% nutrient load-
ing increase (at the same rate of freshwater input). However, compared with current conditions, model
simulations showed that the acid water volume can be reduced as much as 25% during the summer period,
with a 50% nutrient loading reduction (Figure 11) associated with declines in water column respiration. The
responses of pH to nutrient loading across space in Chesapeake Bay displayed substantial variance. Under
the current (year 2016) nutrient loading rates, upper bay and mid bay bottom waters were characterized
by a sustained low‐pH condition (<7.5 for up to 40% of the year), while lower bay bottomwaters experienced
less acidification (Figure 12). In response to a 50% nutrient load reduction, the upper bay experienced a
longer low pH duration (a month), while the duration of low pH decreased by a month under a 50% nutrient
load increase. This nonintuitive result indicates that acidification in the shallow upper bay may be sup-
pressed with eutrophication, consistent with previous findings that elevated primary production due to
eutrophication could counter the effects of ocean acidification in coastal environments (Borges & Gypens,
2010). As mentioned in section 4.6, vertical mixing is comparably strong in the shallow upper bay and stra-
tification is relatively weak, thus enhanced net primary production under elevated nutrient supply will
amplify water column DIC consumption and limit bottom water DIC accumulation. In contrast, strong stra-
tification in the mid bay reduces vertical transport of gases (Kemp et al., 1992) and the enhanced net primary
production generates organic matter for oxidation in bottom waters, both of which result in high DIC con-
centrations in the mid bay, a longer duration of low‐pH conditions, and elevated low‐pH volumes under ele-
vated nutrient loads (Figures 5 and 12). These nutrient loading scenarios imply that both eutrophication and
physical stratification contribute to conditions that allow for acidification in this estuary.

Figure 11. Acid water volume under different nutrient loading scenarios.
1.0X is the nutrient loading condition in 2016.

10.1029/2018JG004802Journal of Geophysical Research: Biogeosciences

SHEN ET AL. 74



To quantify how increases in atmospheric pCO2 will contribute to acidification in the Chesapeake Bay estu-
ary, two additional scenarios with 280 ppm pCO2 and 500 ppm pCO2 were compared to current conditions.
The 280 ppm pCO2 scenario represents atmospheric conditions in the preindustrial period, while the
500 ppm pCO2 scenario represents a potential future condition with continuous CO2 emission and global
warming (corresponding to 2,043 in the Representative Concentration Pathway (RCP) 8.5 emission scenario;
Riahi et al., 2011). For simplicity, other consequences of global change, such as temperature, sea level rise,
and winds were not applied in these simulations. Tributary discharge, nutrient loading, and initial condi-
tions were assumed to be as observed in 2016. Compared with the preindustrial scenario results and assum-
ing constant disequilibrium between observed DIC and atmospheric equilibrated DIC (Pacella et al., 2018),
the model indicated an average anthropogenic DIC of 35.0 μmol/kg (20.4–52.3 μmol/kg) for the region of the
main stem bay between 39.5 and 37oN in 2016, equivalent to 20% of the DIC contributed to aerobic respira-
tion in mid bay bottom waters. This prediction is consistent with recent estimates (with an average of
28.9 μmol/kg) for the mesohaline region of Chesapeake Bay (Cai et al., 2017) and indicates a vulnerability
of the ecosystem to atmospheric‐induced acidification. As a consequence, these scenarios predict that mean
summer pH was reduced by 0.092 units from the preindustrial to the current period, and an additional
reduction of 0.075 units is expected if the atmosphere pCO2 increases to 500 ppm. Future simulations will
quantify the relative role and possible synergistic impacts of other future changes (e.g., temperature and
sea level rise) on Chesapeake Bay.

Strong diurnal variations in pH are a key feature of productive estuarine environments (Baumann & Smith,
2018) and are expected to be modulated by atmospheric pCO2 increases. Given high phytoplankton produc-
tion rates in Chesapeake Bay (Harding et al., 2002), a comparably strong diel signal of pH has been observed,
with warm season mean diurnal ranges of 0.21 to 0.3 (2011–2013 data from Goose's Reef in the mid bay;
https://buoybay.noaa.gov/). Model simulations also suggest strong diurnal cycles from late spring to early
summer in 2016, with a mean diurnal pH range of 0.16 units, with the maximum value of 0.57 units.
Although the diurnal DIC range across the three atmospheric pCO2 scenarios did not significantly differ
(all with an average value of 87 μmol/kg), the mean concentration of DIC did increase. Because an increas-
ing DIC/TA ratio due to ocean acidification amplifies the diel pH range (as pH is sensitive to small changes

Figure 12. Duration (days) when bottom pH < 7.5 under current nutrient loading in 2016 (left panel), difference in duration (days) between the 50% loading reduc-
tion scenario and the base scenario (middle panel), and the difference in duration (days) between the 50% loading increase scenario and the base scenario (right
panel).
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in DIC/TA near their equivalence), pH was sensitive to these changes. Thus, model simulations indicated a
0.02‐unit increase in the diurnal pH range from preindustrial period to year 2016 and an additional 0.02 unit
for the future 500 ppm scenario in the surface waters of the mid bay. Such changes indicate an increasing
vulnerability of Chesapeake Bay water to pH extremes in the future.

Carbonate chemistry modeling studies in coastal estuaries have historically been limited due to a paucity of
field data and the challenge of representing the interactions of eutrophication and ocean acidification, but
model applications have been increasing recently (Gypens et al., 2009; Hauri et al., 2013; Laurent et al.,
2017, 2018). Unlike coastal ocean regions (e.g., Gulf of Mexico and California Current System), the
Chesapeake Bay is characterized by more complex freshwater‐ocean mixing, lower buffering capacity,
and stronger internal spatial and temporal heterogeneity in biogeochemical processes, making it challen-
ging for generalized hydrodynamic‐biogeochemical model applications. The high‐resolution simulation
of the carbonate chemistry dynamics presented in this paper is the first performed for the main stem and
major tributaries of Chesapeake Bay, and the spatiotemporal variability of the carbonate chemistry was
well reproduced by the simulations. Hypoxia and acidification were observed to cooccur in mid bay bottom
waters and were generally driven by seasonal stratification and aerobic respiration of organic matter,
although carbonate dissolution provides an important pH buffering control. Scenario analysis revealed that
the reduction in riverine nutrient loading is effective in reducing the bay‐wide acidified water volume,
which suggests that local watershed management can help alleviate estuarine acidification. Ocean‐ and
atmospheric‐driven acidification were relatively smaller contributors to overall estuarine acidification
when compared to internal biogeochemical processes driven by eutrophication. However, with the
expected continued increase of atmospheric pCO2, the combined effects of ocean acidification and
eutrophication‐induced acidification will further reduce pH in the bottom of mid bay, posing potential risk
to the ecosystem.
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